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# Context & Motivation

More and more software systems rely on techniques from machine learning or artificial intelligence to support decision making or to automate complex information processing. Such AI-ML-based systems [1] are still primarily software applications with a lot of traditional components [2]. Nonetheless, these systems require specialized software development methods, as traditional practices may not be feasible in several areas [3][4]. Over the years, several high-level processes have been proposed to guide the development of AI-ML-based systems, e.g. KDD [5], CRISP-DM [6], CommonKADS [7], ASUM-DM [8], SEMMA [9], TDSP [10], or CRISP-ML(Q) [11]. Likewise, a number of platforms was created to ease the development of applications and data pipelines, such as Model Governance [12], Amazon SageMaker [13], TFX [14], or the Microsoft AI Platform [15]. This plethora of options makes it difficult to compare available approaches and their different scopes, strengths, and weaknesses. Even though a small number of reviews exist [16][17][18], they are far from comprehensive. Additionally, no review so far covers both processes and platforms. Combining these concepts could provide insights into which platforms best support which processes.

# Objectives

The goal of this study is therefore to systematically collect and analyze existing processes and platforms for the development of AI-ML-based systems. The results should further the understanding of the general development process and available platform support for such systems and allow a comparison of existing options. More fine-grained research questions should be defined by the student.

# Methods

Develop a suitable methodology to answer the chosen research questions. Methods to collect and analyze existing literature such as systematic literature reviews or grey literature reviews may be a fitting choice. Conceptualize a theoretical framework for the comparison of identified processes and platforms. For the platforms, it could also be interesting to compare them with a small case study example project.
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